Augmenting a Content-based Recommender
System with Tags for Cultural Heritage
Personalization

Pierpaolo Basile, Fabio Calefato, Marco de Gemmis, Pasquale Lops, Giovanni
Semeraro, Massimo Bux, Cataldo Musto, and Fedelucio Narducci

Universita degli Studi di Bari, Dipartimento di Informatica
via E. Orabona, 4 - 70126 - Italy
{basilepp ,calefato,degemmis,lops,semeraro,bux,musto, narducci}@di .uniba.it

Abstract. Cultural heritage personalization and Web 2.0 joint research
efforts have recently emerged in the attempt to build social and collabora-
tive approaches to solve the problem of filtering content in the context of
art museums. One way to tackle the problem of recommending artifacts
to visitors is to take into account not only the official textual descrip-
tions, but also the user-generated content, namely the tags, which visitors
could use to freely annotate relevant works. The main contribution of the
paper is a strategy that enable a content-based recommender system to
infer user interests by using machine learning techniques both on static
content and tags. Experiments were carried out by involving real users
who annotated paintings from the Vatican picture-gallery. The main out-
come is an improvement in the predictive accuracy of the tag-augmented
recommender system compared to a pure content-based approach.

1 Introduction

The importance of providing digital access to cultural heritage collections has
been already acknowledged by museums for almost four decades [1]. More re-
cently, museums have also recognized the importance of providing visitors with
personalized access to artifacts [2]. Cultural heritage personalization refers to
supporting visitors in the selection and filtering of preferred artifacts and their
corresponding descriptions, and in the creation of personalized tours. For exam-
ple, the PEACH project (Personal Experience with Active Cultural Heritage) [3]
is a joint Italian-Israeli research collaboration for intelligent information presen-
tation in museums. The goal of PEACH is to build an active, multimedia visitor
guide, with strong personalization of all the information provided, so as to ensure
that visitors, by expressing their affective attitude, are allowed to accommodate
the museum tour according to their own interests and pace.

Because recommender systems have proved to be useful in helping users ac-
cess to desired information (especially in domains where they are not expert or
familiar with), they have found their way also in the context of museums, to
support visitors in fulfilling a personalized experience and tour when visiting



artworks collections. For instance, the CHIP project (Cultural Heritage Infor-
mation Personalization) [4] is a research effort for enhancing personalized access
to the collections of the Rijksmuseum in Amsterdam. CHIP combines Semantic
Web technologies and content-based algorithms for deducing visitors’ preference
from a set of scored artifacts and then, recommending other artworks and re-
lated content topics. In particular, the recommendations of artworks are based
on three properties, namely author, genre, and period.

When providing recommendations in cultural heritage context, information
about collections must be taken into account because it can be as important as
the artifacts themselves. Furthermore, the recent Web 2.0 (r)evolution has radi-
cally changed the role of people from passive consumers of information to that of
active contributors who create and share new content. One of the forms of user-
generated content (UGC) that has drawn more attention from the research com-
munity is tagging, which is the act of annotating resources of interests with free
keywords, called tags, thus building a socially-constructed classification schema,
called a folksonomy (folks + taxonomy). The Steve.museum consortium [5] has
begun to explore the use of social tagging and folksonomy in cultural heritage
personalization scenario, to increase audiences engagement with museums’ col-
lections. Supporting social tagging of artifacts and providing access based on
the resulting folksonomy open museum collections to new interpretations, which
reflect visitors’ perspectives rather than curators’ ones, and helps to bridge the
gap between the professional language of the curator and the popular language
of the museum visitor. Preliminary explorations conducted at the Metropolitan
Museum of Art of New York have shown that professional perspectives differ
significantly from those of naive visitors. Hence, if tags are associated to art-
works, the resulting folksonomy can be used as a different and valuable source of
information to be carefully taken into account when providing recommendations
to museum visitors. In this paper we have begun to investigate how to effectively
combine existing content-based filtering algorithms with UGC, in the context of
cultural heritage personalization. The goal of the paper can be formulated in
form of a research question as follows:

In the context of cultural heritage personalization, does the integration of UGC
(i.e., tags) cause an increase of the prediction accuracy in the process of recom-
mending artifacts to users?

Content-based recommender systems analyze a set of documents, previously
rated by an individual user, and learn a model or profile of user interests based
on the features of the documents rated by that user[6]. The profile is exploited
to recommend new relevant items. This paper presents an approach in which
the process of learning user profiles is performed both on static content and
UGC. This research was conducted within the CHAT project (Cultural Heritage
fruition & e-learning applications of new Advanced multimodal Technologies),
that aims at developing new systems and services for multimodal fruition of
cultural heritage content. We gathered data from the collections of the Vati-
can picture-gallery, for which both images and detailed textual information of



paintings were available, and letting users involved in the study both rate and
annotate them with tags.

The paper is structured as follows. Section 2 provides a description of our
recommender system and how it handles users’ tagging activity when building
user profiles. Section 3 provides the description of the experimental session car-
ried out to evaluate the proposed idea, and a discussion of the main findings.
Finally, Section 4 draws conclusions and provides directions for future work.

2 A Content-based Recommender System handling User
Tags

ITem Recommender (ITR) [7] is a content-based recommender system, developed
at the University of Bari. The inceptive idea behind this paper is to include
folksonomies in ITR by integrating static content describing the artworks of the
collection with dynamic user-generated content. Tags are collected during the
training step, by letting users: 1) express their preferences for items by entering
a numerical rating and 2) annotate rated items with free tags.

Figure 1 shows the general architecture of ITR. The recommendation process
is performed in three steps, each of which is handled by a separate component.
First, given a collection of documents, a preprocessing step is performed by the
Content Analyzer, which uses the WORDNET lexical database to perform Word
Sense Disambiguation (WSD) on both static and dynamic content to identify
correct senses, corresponding to concepts identified from words in the text. Then,
a learning step is performed by the Profile Learner on the training set of docu-
ments, to generate a probabilistic model of the user interests. This model is the
personal profile including those concepts that turn out to be most indicative of
the user’s preferences. Finally, the Recommender component implements a naive
Bayes text categorization algorithm, which is able to classify new documents as
interesting or not for a specific user by exploiting the probabilistic model learned
from training examples.
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Fig. 1. ITR architecture



2.1 Content Analyzer: Semantic Indexing of Static and Dynamic
Content

We propose a document representation that can be exploited as a starting point
to build semantic user profiles based on the senses (meanings) of words found
in the training documents.

There are two crucial issues to address: First, a repository for word senses
has to be identified; second, any implementation of sense-based document rep-
resentation must solve the problem that, although words occur in a document,
meanings do not, since they are often hidden in the context. Therefore, a pro-
cedure is needed for assigning senses to words: The task of WSD consists in
determining which sense of an ambiguous word is invoked in a particular use of
the word [8]. As for the sense repository, we adopted WORDNET version 2.0. The
basic building block for WORDNET is the synset (SYNonym SET), a structure
containing sets of words with synonymous meanings, which represents a specific
meaning of a word. Our WSD algorithm, called JIGSAW, takes as input a docu-
ment d = [wy, wa, ..., wy] encoded as a list of words in order of their appearance,
and returns a list of WORDNET synsets X = [s1, S2,...,sk] (k < h), in which
each element s; is obtained by disambiguating the target word w; based on the
semantic similarity of w; with the words in its context. Notice that & < h be-
cause some words, such as proper names, might not be found in WORDNET, or
because of bigram recognition.

Semantic similarity computes the relatedness of two words. We adopted the
Leacock-Chodorow measure [9], which is based on the length of the path between
concepts in a IS-A hierarchy. Since WSD in not the focus of the paper, we do
not provide here the complete description of the strategy adopted. More details
are reported in [10]. What we would like to point out here is that the WSD
procedure allows to obtain a synset-based vector space representation, called
bag-of-synsets (BOS), that is an extension of the classical bag-of-words (BOW)
model. In the BOS model a synset vector, rather than a word vector, corresponds
to a document.

The ITR system is capable of providing recommendations for items in any
domain (e.g., films, music, books), as long as item properties can be represented
in form of textual slots. Hence, in the context of cultural heritage personalization,
an artwork can be generally represented by at least three slots, namely artist,
title, and description. Besides, provided that museum visitors have a digital
support to annotate artifacts, tags can be easily stored in a fourth slot, say tags,
which is not static as the other three slots because tags evolve over time.

In systems supporting social tagging, the number of tags used to annotate
a given resource tend to grow initially, and then to decrease because users tend
to reuse existing tags, especially the most common ones. This phenomenon is
known as tag convergence [11]. However, being free annotations, tags also tend
to suffer from syntactic problems, like polysemy and synonymy, which hinder
tag convergence. One way to cope with such a problem is to apply WSD to tags
as well. This process allows the document representation model to evolve from



using tags as mere keywords or strings, to using semantic tags and, consequently,
semantic folksonomies of concepts.

The text in each slot is represented by the BOS model by counting separately
the occurrences of a synset in the slots in which it appears. More formally, assume
that we have a collection of N documents. Let m be the index of the slot, for
n=1,2,...,N, the n-th document is reduced to four bag of synsets, one for each
slot:
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where t7 is the k-th synset in slot s,, of document d,, and D,,,, is the total
number of synsets appearing in the m-th slot of document d,,. For all n, k£ and
m, t7. € Vi, which is the vocabulary for the slot s,, (the set of all different
synsets found in slot s,,). Document d,, is finally represented in the vector space
by four synset-frequency vectors:

f:z,n = <U}ZL1,’LUZ12, ) erDnm>

where w);. is the weight of the synset ¢ in the slot s, of document d,, and
can be computed in different ways: it can be simply the number of times synset
tx appears in slot s, or a more complex TF-IDF score. All the text operations
performed on documents are provided by a NLP tool developed at University of
Bari, called META [12]. Our idea is that BOS-indexed documents can be used in
a content-based information filtering scenario for learning accurate, sense-based
user profiles, as discussed in the following section.

2.2 Profile Learner: Learning User Profiles from Static Content and
UGC

We consider the problem of learning user profiles as a binary Text Categorization
task [13] since each document has to be classified as interesting or not with
respect to the user preferences. Therefore, the set of categories is restricted to
¢4, that represents the positive class (user-likes), and c_ the negative one (user-
dislikes). The induced probabilistic model is used to estimate the a posteriori
probability, P(c;|d;), of document d; belonging to class c;.

The algorithm adopted for inferring user profiles is a Naive Bayes text learn-
ing approach, widely used in content-based recommenders [6], which is not de-
scribed here due to space limitations. What we would like to point out here is
that the final outcome of the learning process is a probabilistic model used to
classify a new document in the class c; or c_. Given a new document d;, the
model computes the a-posteriori classification scores P(cy|d;) and P(c_|d;) by
using probabilities of synsets contained in the user profile and estimated in the
training step. An example of user profiles is depicted in Figure 2.

The profile contains the user identifier and the a-priori probabilities of liking
or disliking an item, apart from its content. Moreover, the profile is structured
in two main parts: profile_like contains features describing the concepts able to
deem items relevant, while features in profile_dislike should help in filtering out
not relevant items. Each part of the profile is structured in four slots, resembling



= <profile>
“user>1<mser>
<Probability ike="0.685714" dislike="0.314285"/>
- <profile_lke>

= <title>
“featme value="1294£364" frequency="0 25">
<featme value="9157420" frequency="0 25"/>
<fearme value="1537400" frequency="025"">

=ftitle>
= <author>
=featme valwe="pmtuncchio” frequency="0 25"/
=featme value="raffacllc" frequency="0.25"">
< athor>
- <descnption>
<feature value="517584" frequency="0.2168465218030137"/>
<feature value="5626840" frequency="0.220354757472%0048">
<feature value="3407531" frequency="0.2168465218030137">
<feature value="3547822" frequency="0.20554267981301802">

=featwe value="2372253" frequency="0.20554267981301802">
<{descnption>
— =tag>
<feature value="01150130" frequency="0 25"/>
<featare value="raffaellc" frequency="025"">
<ftag>
</profile_hke>
<profile_dishke>  </profile dashke>
=/profile>

Fig. 2. A fragment of user profile

the same representation strategy adopted for artworks. Each slot reports the
features (WORDNET identifiers) occurring in the training examples, with cor-
responding frequencies computed in the training step. Frequencies are used by
the Bayesian learning algorithm to induce the classification model (i.e. the user
profile) exploited to suggest relevant artworks in the recommendation phase.

3 Experimental Evaluation

The goal of the experimental evaluation was to compare the predictive accuracy
of our recommender system when 1) user profiles are learned from static content
only; 2) both static content and UGC are used in the learning process.

In addition, to properly investigate the effects of including social tagging in
the recommendation process, a distinction has to be made between considering,
for an artifact rated as interesting by a user, either the whole folksonomy (i.e.,
the community tags used by all visitors to annotate that artifact), or only the
tags entered by that user for that artifact (i.e., the user’s contribution to the
whole artifact folksonomy). For this purpose, we designed several experiments,
described in the following.



3.1 Users and Dataset

The dataset considered for the experiments is represented by 45 paintings chosen
from the collection of the Vatican picture-gallery. The dataset was collected
using screenscraping bots, which captured the required information from the
official website! of the Vatican picture-gallery. In particular, for each element
in the dataset an image of the artifact was collected, along with three textual
properties, namely its title, artist, and description.

We involved 30 users who volunteered took part in the experiments. The
average age of the users was in the middle of twenties. None of the users was an
art critic or expert.

Users were requested to interact with a web application (Figure 3), in order
to express their preferences for all the 45 paintings in the collection. The pref-
erence was expressed as a numerical vote on a 5-point scale (1=strongly dislike,
5=strongly like). Moreover, users were left free to annotate the paintings with
as many tags as wished. For the overall 45 paintings in the dataset, 4300 tags
were used.

27) Caravaggio - Deposition from the Cross

Painting Description

The Deposition, considered one of Caravaggio's greatest masterpieces, was commissioned by Girolamo Vittrice for his famil
chapel in S Maria in Vallicella (Chiesa Nuova) in Rome. In 1797 it was inchuded in the group of works transferred to Parnis i
execution of the Treaty of Tolentino. After its return in 1817 it became part of Pius VII's Pnacoteca. Caravaggio did not real
portray the Burial or the Deposition i the traditional way, masmuch as Christ is not shown at the moment when he is laid in tl
tomb, but rather when, in the presence of the holy women, he is laid by Nicodemus and John on the Anomting Stone, that is

stome with which the sepulchre will be closed Around the body of Christ are the Virgin, Mary Magdalene, John, Nicodemus
and Mary of Cleophas, who raises her anms and eves to heaven in a gesture of high dramatic tension. Caravaggio, who armiv

in Rome towards 1592-93, was the protagonist of a real artistic revolution as regards the way of treating subjects and the us
of colour and light. and was certainly the most important personage of the "realist” trend of seventeenth century painting

Popular Tags: caravaggio () deposition (%) cross (4) christ (2) vangel (1) maddale (1) unction (1) sepulchre (1) nicodemo (1) viegin (1)

Rate this painting and enter comma separated tags
0304 C80

[
Rate this Painting

Fig. 3. Gathering user ratings and tags

3.2 Design of the Experiment and Evaluation Metrics

Since ITR is conceived as a text classifier, its effectiveness can be evaluated by
classification accuracy measures, namely Precision and Recall [14].

! http://mv.vatican.va/3_EN/pages/PIN/PIN Main.html



Precision (Pr) is defined as the number of relevant selected items divided
by the number of selected items. Recall (Re) is defined as the number of rele-
vant selected items divided by the total number of relevant items available. F1
measure, a combination of precision and recall, is also used to have an overall
measure of predictive accuracy:

2 X Re x Pr
Fl= ——M—
Pr + Re

We adopted these specific measures because we are interested in measuring how
relevant a set of recommendations is for a user. In the experiment, a painting is
considered as relevant by a user, if the rating is greater than or equal to 4, while
ITR considers a painting as relevant if the a-posteriori probability of class likes
is greater than 0.5. We designed 5 different experiments, depending on the type
of content used for training the system:

— ExXP #1: StaTIiC CONTENT - only title, artist and description of the paint-
ing, as collected from the official website of the Vatican picture-gallery

— EXP #2: PERSONAL TAGS - only tags provided by a specific user on a specific
painting

— EXP #3: SOCIAL TAGS - all the tags provided by all the users on a specific
painting

— Exp #4: STaTIC CONTENT + PERSONAL TAGS

— ExXp #5: STATIC CONTENT + SOCIAL TAGS

All experiments were carried out using the same methodology, consisting in
performing one run for each user, scheduled as follows:

1. select the appropriate content depending on the experiment being executed;
2. split the selected data into a training set 7r and a test set Ts;

3. use Tr for learning the corresponding user profile;

4. evaluate the predictive accuracy of the induced profile on Ts.

The methodology adopted for obtaining Tr and Ts was the K-fold cross
validation [15], with K = 5. Given the size of the dataset (45), applying a 5-
fold cross validation technique means that the dataset is divided into 5 disjoint
partitions, each containing 9 paintings. The learning of profiles and the test of
predictions were performed in 5 steps. At each step, 4 (K-1) partitions were used
as the training set Tr, whereas the remaining partition was used as the test set
Ts. The steps were repeated until each of the 5 disjoint partitions was used as
the T's. Results were averaged over the 5 runs.

3.3 Discussion

Results of the 5 experiments are reported in Table 1, averaged over the 30 users.
The main finding is that the integration of UGC (whether social or personal
tags) causes an increase of precision in the process of recommending artifacts



Table 1. Results of the K-fold Cross Validation

Type of content Precision Recall F1

Exp #1: Static Content 75.86 94.27 84.07
Exp #2: Personal Tags 75.96 92.65 83.48
Exp #3: Social Tags 75.59 90.50 82.37

Exp #4: Static Content + Personal Tags  78.04 93.60 85.11
Exp #5: Static Content + Social Tags 78.01 93.19 84.93

to users. More specifically, precision of profiles learned from both static content
and tags (hereafter, augmented profiles) outperformed the precision of profiles
learned from either static content (hereafter, content-based profiles) or just tags
(hereafter, tag-based profiles). The improvement ranges between 2% and 2.40%.
Another interesting finding is that precision of content-based profiles is compa-
rable with that of tag-based profiles. Although this result may suggest that just
tags are sufficient for providing accurate recommendations, a decrease of recall
(-1.62% with personal tags, -3.77% with social tags) actually shows that static
content cannot be neglected even if tags are available. The higher decrease of
recall registered with social tags leads to conclude that community tags intro-
duce some noise in the recommendation process (relevant paintings are filtered
out due to wrong advice by other users). The general conclusion of the compar-
ison between content-based profiles and augmented profiles is that a significant
increase of precision corresponds to a slight and physiological loss of recall. The
overall accuracy of augmented profiles (F1 about 85%) is considered satisfactory.

4 Conclusions and Future Work

In this paper we have investigated how to effectively combine existing content-
based filtering algorithms with UGC, in the context of cultural heritage person-
alization. The main contribution of the paper is an approach in which machine
learning techniques are adopted to infer user profiles both from static content,
as in classical content-based recommender, and UGC, namely tags provided by
users to freely annotate artworks. The main outcome of the experiments per-
formed to evaluate the proposed approach is that the integration of UGC causes
an increase of precision in the process of recommending artifacts to users.

By definition, social tags used for annotating a painting include personal
tags. However, the findings from the experiments with social tags ran counter
our expectation because, as compared to the use of personal tags only, a decrease
of precision and recall was observed. To gain more insights on the effects of
community-generated content, we need to 1) perform an analysis of what tags
are used to build the folksonomies and how they affect the user profile generation;
2) replicate the experiments with a more heterogeneous community, involving
experts in the art domain so as to identify differences with the tagging activity
of naive users.
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